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Recap: Pretraining / fine-tuning

“Pre-train” a model on a large dataset for task X, then “ fine-tune” it on a dataset for task Y

“Fine-tuning is the process of taking the network

learned by these pre-trained models, and further 

training the model, often via an added neural net

classifier that takes the top layer of the network as

input, to perform some downstream task.”

Fine-tuning is a training

process and takes

gradient descent steps!



Recap: Pretraining / fine-tuning
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Recap: Pretraining / fine-tuning

Experiments on GLUE (Wang et al., 2019)

# of examples range between 2.5k and 392k examples

Today we are going to see other uses of pre-trained models:

1) few-shot examples (e.g., 32)

2) No fine-tuning (= no gradient updates)



This lecture

•
•
•
•

Post-BERT models of pre-training / fine-tuning

GPT-3: prompting and in-context learning

Instruction tuning, RLHF, ChatGPT, GPT-4, … 

Limitations of LLMs



Post-BERT models for pre-training/fine-tuning



RoBERTa

•
•
•
•

BERT is still under-trained

Removed the next sentence prediction pre-training — it adds more noise than benefits!

Trained longer with 10x data & bigger batch sizes

Pre-trained on 1,024 V100 GPUs for one day in 2019

7(Liu et al. , 2019): RoBERTa: A Robustly Optimized BERT Pretraining Approach



ALBERT

8

AlBERT models have less # of parameters (less storage), but they can be slower because the

model architectures are larger

Key idea: parameter sharing across different layers + smaller embedding sizes

(Lan et al. , 2020): ALBERT: A Lite BERT for Self-supervised Learning of Language Representations



DistillBERT / TinyBERT / MobileBERT

https://github.com/abhilash1910/ 

DistilBERT--SQuAD-v1-Notebook

9
(Sanh et al., 2019): DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter

Key idea: produce a smaller model (student) that distill

information from the BERT models (teacher)



ELECTRA

10

ELECTRA provides a more efficient training method,

because it predicts 100% of tokens (instead of 15%) every time

(Clark et al. , 2020): ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators

Only the discriminator will be used for downstream fine-tuning



Three major forms of pre-training

Text-to-text

models

11

Masked

language

models

Auto-

regressive

language

models

https://www.factored.ai/2021/09/21/an-intuitive-explanation-of-

transformer-based-models/

• Masked language models

= Transformer encoder

• Autoregressive language models

= Transformer decoder

• Text-to-text models =

Transformer encoder-decoder

http://www.factored.ai/2021/09/21/an-intuitive-explanation-of-
http://www.factored.ai/2021/09/21/an-intuitive-explanation-of-


Text-to-text models

•

•
•

So far, encoder-only models (e.g., BERT) enjoy the benefits of bidirectionality but they can’t 

be used to generate text

Decoder-only models (e.g., GPT) can do generation but they are left-to-right LMs..

Text-to-text models combine the best of both worlds!

T5 = Text-to-Text Transfer Transformer

12
(Raffel et al. , 2020): Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer



T5 models

encoder

decoder

13
(Raffel et al. , 2020): Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer



How to use these pre-trained models?

14



GPT-3: Prompting and In-context Learning



From GPT to GPT-2 to GPT-3

•

•

All decoder-only Transformer-based language models

Model size ↑, training corpora ↑

Context size = 1024

GPT-2

(Radford et al., 2019): Language Models are Unsupervised Multitask Learners

.. trained on 40Gb of Internet text ..



GPT-2 started to achieve strong zero-shot performance

https://transformer.huggingface.co/doc/gpt2-large

(Radford et al., 2019): Language Models are Unsupervised Multitask Learners



GPT-3: language models are few-shot learners

Context size = 2048

(Brown et al., 2020): Language Models are Few-Shot Learners

• GPT-2 GPT-3: 1.5B 175B (# of parameters), ~14B 300B (# of tokens)



Paradigm shift since GPT-3

• Before GPT-3, fine-tuning is the default way of

doing learning in models like BERT/T5/GPT-2

• SST-2 has 67k examples, SQuAD has 88k

(passage, answer, question) triples

• Fine-tuning requires computing the gradient

and applying a parameter update on every

example (or every K examples in a mini-batch)

• However, this is very expensive for the

175B GPT-3 model



GPT-3: Few-shot learning

• GPT-3 proposes an alternative: in-context learning

• This is just a forward pass,

no gradient update at all!

•You only need to feed a small 

number of examples (e.g., 32)

(On the other hand, you can’t 

feed many examples at once

too as it is bounded by

context size)



GPT-3: task specifications

DROP

(a reading comprehension task)

Unscrambling words

Word in context (WiC)



22(Brown et al. , 2020): Language Models are Few-Shot Learners

GPT-3’s in-context learning



GPT-3 performance on SuperGLUE

23
(Wang et al., 2019) SuperGLUE: A Stickier Benchmark for General-Purpose Language Understanding Systems



GPT-3’s in-context learning

http://ai.stanford.edu/blog/in-context-learning/

(Brown et al. , 2020): Language Models are Few-Shot Learners 24

http://ai.stanford.edu/blog/in-context-learning/


Chain-of-thought (CoT) prompting

25
(Wei et al. , 2022): Chain-of-Thought Prompting Elicits Reasoning in Large Language Models



Emergent properties of LLMs

(Wei et al., 2022) Emergent Abilities of Large Language Models 26



What happened after GPT-3?

(Is model size ↑, training corpora ↑ the only way to go?)



How was ChatGPT developed?

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-

Abilities-of-Language-Models-to-their-Sources-

b9a57ac0fcf74f30a1ab9e3e36fa1dc1

What’s new?

•
•
•

Training on code

Supervised instruction tuning

RLHF = Reinforcement learning

from human feedback



How was ChatGPT developed?

(Slide credit: Graham Neubig)



InstructGPT: Supervised instruction tuning + RLHF

(Ouyang et al., 2022): Training language models to follow instructions with human feedback



31

SFT data: only ~13k (not public)

Supervised instruction tuning



InstructGPT: Supervised instruction tuning + RLHF

(Ouyang et al., 2022): Training language models to follow instructions with human feedback



InstructGPT: Supervised instruction tuning + RLHF

(Ouyang et al., 2022): Training language models to follow instructions with human feedback



ChatGPT = InstructGPT + dialogue data

“We trained this model using Reinforcement

Learning from Human Feedback (RLHF), using 

the same methods as InstructGPT, but with

slight differences in the data collection setup. We

trained an initial model using supervised fine-

tuning: human AI trainers provided conversations

in which they played both sides—the user and an

AI assistant. We gave the trainers access to

model-written suggestions to help them compose

their responses. We mixed this new dialogue 

dataset with the InstructGPT dataset, which we

transformed into a dialogue format.”

Human feedback data is the key!

https://openai.com/blog/chatgpt



Recent models are getting smaller?

35
(Touvron et al. , 2023): LLaMA: Open and Efficient Foundation Language Models

• Smaller models trained on 1.4T, high-quality & publicly available data

• The models are public

• “LLaMA-13B outperforms GPT-3 (175B) on most benchmarks, and

LLaMA-65B is competitive with the best models, Chinchilla-70B

and PaLM-540B”



GPT-4

• GPT-4: a multi-modal model capable of processing image and text inputs and producing

text outputs.

• Model size and training details unknown

• Can process up to 32k context size

36



GPT-4

37



Limitations of LLMs



LLMs as a knowledge retriever

39



LLMs are costly to update

How to update LLMs with up-to-date world knowledge?

40



• LLMs easily hallucinate and generate factually-incorrect text:

LLMs easily hallucinate

41



LLMs easily hallucinate

(Bang et al. , 2023): A Multitask, Multilingual, Multimodal Evaluation of ChatGPT on Reasoning, Hallucination, and Interactivity 42

• LLMs easily hallucinate and generate factually-incorrect text:



• Solutions: generate text with citations that can be fact-checked

LLMs are easy to hallucinate

https://openai.com/research/webgpt 43



They can prune 175B models by

50% (unstructured pruning) 

without loss in perplexity

Quantization seems promising

Memory reduction by 2x

44

LLMs are costly to train and deploy


