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• One of the “holy grail” problems in artificial intelligence

• Practical use case: Facilitate communication between people in the world

• Extremely challenging (especially for low-resource languages)

Translation



Translation

How many languages do you speak?

D) 4+

A) 1

B) 2

C) 3



Some translations

• Easy:

• I like apples ich mag Äpfel (German)

• Not so easy:

• I like apples J'aime les pommes (French)

• I like red apples J'aime les pommes rouges (French)

• les the but les pommes apples



Basics of machine translation

• Goal: Translate a sentence w(s)
in a source language (input) to

a sentence in the target language (output)

• Can be formulated as an optimization problem:

• Most likely translation, ŵ(t) = argmaxψ (w(s),w(t))

• where ψ is a scoring function over source and target sentences

• Requires two components:

• Learning algorithm to compute parameters of scoring fn. ψ

• Decoding algorithm for computing the best translation ŵ(t)

w(t)

Source

Target



Why is MT challenging?

• Single words may be replaced with multi-word phrases

• I like apples J'aime les pommes

• Reordering of phrases

• I like red apples J'aime les pommes rouges

• Contextual dependence

• les the but les pommes apples

Extremely large output space ⟹ Decoding is NP-hard



Vauquois Pyramid

• Hierarchy of concepts and

distances between them in

different languages

• Lowest level: individual words/

characters

• Higher levels: syntax, semantics

• Interlingua: Generic language-

agnostic representation of meaning



Evaluating machine translation

• Two main criteria:

• Adequacy: Translation w(t) should adequately reflect the linguistic content of w(s)

• Fluency: Translation w(t) should be fluent text in the target language

Which of these translations is

both adequate and fluent?

A) first

B) second

C) third
Different translations of “ A Vinay le gusta Python” D) none of them



Evaluating machine translation

• Two main criteria:

• Adequacy: Translation w(t) should adequately reflect the linguistic content of w(s)

• Fluency: Translation w(t) should be fluent text in the target language

Which of these translations is

both adequate and fluent?

A) first

B) second

Different translations of “ A Vinay le gusta Python” D) none of them

C) third



Evaluation metrics

• Manual evaluation: ask a native speaker to verify the translation

• Most accurate, but expensive

• Automated evaluation metrics:

• Compare system hypothesis with reference translations

• BiLingual Evaluation Understudy (BLEU) (Papineni et al., 2002):

• Modified n-gram precision

System predictionsReference translation



BLEU

• To avoid log0, all precisions are smoothed

• Each n-gram in reference can be used at most once

• Ex. Hypothesis: to to to to to vs Reference: to be or not to be

unigram precision of 1

should not get 

a

• BLEU-k: average of BLEU scores computed using 1-gram through k-gram.

Problem: Precision-based metrics favor short translations

• Solution: Multiply score with a brevity penalty for translations shorter than reference, e1− r/h

BLEU = exp
1

N ∑

N

n=1

logpn



BLEU

• Correlates with human judgements

(G. Doddington, NIST)



BLEU scores

Sample BLEU scores for various system outputs

• Alternatives have been proposed:

• METEOR: weighted F-measure

• Translation Error Rate (TER): Edit distance 

between hypothesis and reference

Which of these translations do

you think will have the highest

BLEU-4 score?

A) sys1

B) sys2
C) sys3

BP: brevity penalty



Data

• Statistical MT relies requires parallel corpora (bilingual)

(Europarl, Koehn, 2005)

• And lots of it!

• Not easily available for many low-resource languages in the world



Machine translation: Data

https://www.statmt.org/europarl/

21 European languages: Romanic (French, Italian, Spanish, Portuguese, Romanian), Germanic (English,

Dutch, German, Danish, Swedish), Slavik (Bulgarian, Czech, Polish, Slovak, Slovene), Finni-Ugric (Finnish,

Hungarian, Estonian), Baltic (Latvian, Lithuanian), and Greek.

http://www.statmt.org/europarl/
http://www.statmt.org/europarl/
http://www.statmt.org/europarl/


Statistical machine translation (SMT)

• Core idea: Learn a probabilistic model from data

Suppose we are translating French English

We want to find best target sentence w(t), given source sentence w(s)

•

•

argmaxP(w(t) | w(s))
w(t )

• According to Bayes’ rule, we can break this down into two components:

= argmaxP(w(s) | w(t))P (w(t))
w(t )

Translation model: models whether the

target sentence reflects the linguistic

content of the source language (adequacy)

Learned from parallel data

Language model: models how fluent

the target sentence is (fluency)

Can be learned from monolingual data



Noisy channel model

• Use Bayes rule to recover w(t) that is maximally likely under the

conditional distribution pT|S (which is what we want)

(adequacy) 

(fluency)

(overall)

• Generative process for source sentence

Target

sentence
pT

pS|T

Source

sentence

argmaxpT|S = argmax
T T

pT
pS|T

pS



Noisy channel model

Ps11·

P1·

中.，1( 'UJ(s) ' w (t)）三log ps IT ('lV 〔s) w (I) )

中F (w CI) ) log pT ('lv 〔IJ)

中（'UJ\s) ' w (t )）一lc>g p＂117.(w 川 w (t）） 伽 log p T(w (I））一lc)g p川（ω （δ）龟w (t ) ) .

Al lows us to use a standa lone language mode l Pr to improve fluency

• Use Bayes rule to recover w Ct) th at is maxima lly like ly under th e

conditiona l distribution p7,15 (which is what we want)



IBM Models

• Early approaches to statistical MT

• Key questions:

• How do we define the translation model pS|T ?

• How can we estimate the parameters of the translation model from

parallel training examples?

• Make use of the idea of alignments



Alignments

How should we align words in source to words in target?

good

bad



Incorporating alignments

• Let us define the joint probability of alignment and translation as:

• M(s),M(t) are the number of words in source and target sentences

• am is the alignment of the mth word in the source sentence

• i.e. it specifies that the mth word in source is aligned to the am word in target

• Translation probability for word in source to be a translation of its alignment word

th



Independence assumptions

• Two independence assumptions:

• Alignment probability factors across tokens:

• Translation probability factors across tokens:



Limitations

(source)

a1 = 2, a2 = 3, a3 = 4,...

Multiple source words may align to the same target word!

Or a source word may not have any corresponding target.

(target)



Reordering and word insertion

(Slide credit: Brendan O’Connor)

Assume extra NULL token

(source)

(target)



IBM Model 1

• Assume p(am |m,M(s), M(t)) =

• Is this a good assumption?

1

M(t)

Every alignment is equally likely!



• Assume p(am|m,M(s), M(t)) =

• We then have (for each pair of words in source and target):

• How do we estimate p(w(s) = v |w(t) = u) ?

1

M(t)

p(w(s),w(t)) = p(w(t))∑ (

A

1

M(t)
)M p(w(s) |w(t))

(s)

IBM Model 1



• If we have word-to-word alignments, we can compute the probabilities using

the MLE:

• p(v|u) =

was aligned to source• where count(u,v) = #instances where target word

word in the training set

• However, word-to-word alignments are often hard to come by

Solution: Unsupervised learning

count(u,v)

count(u)

IBM Model 1



Expectation Maximization (advanced)

• (E-Step) If we had an accurate translation model, we can estimate

likelihood of each alignment as:

• (M Step) Use expected count to re-estimate translation parameters:

p(v|u) =
Eq[count(u, v)]

count(u)

Remember 

these are

fixed



How do we translate?

• We want: argmaxp(w(t) |w(s)) = argmax
w(t) w(t)

• Sum over all possible alignments:

• Alternatively, take the max over alignments

• Decoding: Greedy/beam search

p(w(s), w(t))

p(w(s))



Model 1: Decoding

(source)

(target)

At every step , pick target word w(t) to maximize product of:

1. Language model:

2. Translation model:

where bm is the inverse alignment from target to source

m

pLM(w(t)|w(t) )m <m

p(w(s)|w(t))bm m



• Assume p(am|m,M(s), M(t)) =

• Each source word is aligned to at most one target word

• We then have:

p(w(s), w(t)) = p(w(t))∑ (

A

1

M(t)

1

M(t)
)M p(w(s) |w(t))

(s)

IBM Model 1

Restrictive assumptions



Other IBM models

• Models 3 - 6 make successively weaker assumptions

• But get progressively harder to optimize

• Simpler models are often used to ‘initialize’ complex ones

• e.g train Model 1 and use it to initialize Model 2 translation 

parameters



Vauquois Pyramid

• Hierarchy of concepts and

distances between them in

different languages

• Lowest level: individual words/

characters

• Higher levels: syntax, semantics

• Interlingua: Generic language-

agnostic representation of

meaning



• SMT was a huge field (1990s-2010s) - The best systems were extremely complex

• Systems had many separately-designed subcomponents

•

•

•

Need to design features to capture particular language phenomena

Required compiling and maintaining extra resources

Lots of human effort to maintain - repeated effort for each language pair!

Phrase-based SMT
Syntax-based SMT

https://translartisan.wordpress.com/tag/statistical-machine-translation/

Statistical machine translation (SMT)



SMT NMT

Q. Do you know when Google Translate was first launched?



Google’s NMT system in 2016

(Wu et al., 2016): Google’s Neural Machine Translation System: Bridging the Gap between Human and Machine Translation



SMT NMT



Neural machine translation (NMT)

• Neural Machine Translation (NMT) is a way to do machine translation with a

single end-to-end neural network

• The neural network architecture is called a sequence-to-sequence model (aka

seq2seq) and it involves two RNNs

Ilya Sutskever

(Sutskever et al., 2014)



The sequence-to-sequence model (seq2seq)

Image: https://d2l.ai/chapter_recurrent-modern/seq2seq.html

A special symbol <bos> before

generating the first word
It is called an encoder-decoder architecture

• The encoder is an RNN to read the input sequence (source language)

• The decoder is another RNN to generate output word by word (target language)

Encoding of

source sentence =

initial hidden state

for decoder RNN




